
COMP 5300 / 4600 Deep Learning for 
Natural Language Processing

Lecture 1



Class Information

Lecture:  

Thu 3:30 – 6:10 Olsen 103

Instructor: Anna Rumshisky

email: arumshisky@gmail.com

Class website
https://text-machine-lab.github.io/dl4nlp-s2024/

Course website – slides, readings, schedule, assignments, etc.

Discord – class announcements, Q&A, etc.

Lectures recordings: Echo

Blackboard: Discord link, homework submission

mailto:arumshisky@gmail.com
https://text-machine-lab.github.io/dl4nlp-s2024/


Class Format

Each class will consist of
● Lecture (varied length)
● Practicum/Lab (varied length)

There will be a 10-minute break after the lecture.

During the Practicum/Lab segment of the class, we will focus on 
technical (coding) skills and provide homework guidance. You will 
be expected to work on your homework during this time.



Computing resources

● We will use Google colab for most of the earlier homeworks.

● Most likely, you will be able to use our teaching server for the 
later homeworks.

● Potentially, you may need to buy cloud compute to complete 
some of the later homeworks. 
− The amount you would spend will be comparable to the cost 

of a hardcover textbook you would buy for other courses.



Natural Language Processing (NLP)

Understanding, interpretation, generation of texts in 
natural language



Develop computational models of human language, which would be able to interpret 
and generate free text.
We want our models to be as good as humans or better at the myriad of language-related 
tasks
Comprehension, reasoning, inference; fluent dialog.
Extracting information, summarizing content, answering questions; translation between 
languages.
Humor, irony, metaphors, poetry, storytelling.
No general AI is possible without language understanding!

What is NLP and why is it exciting?



NLP Everywhere!



Google Translate



Web-based Question Answering



Data Mining of User-Generated Media

Data mining of social media websites, blogs, discussion 
forums, message boards, other forms of user-generated 
media
−Product marketing
−Political opinion tracking
−Social network analysis

“Social Media Monitoring, Analytics and Engagement”



Large Language Models Make Headlines in 
2022–2023



LLMs got surprisingly good at a lot of things..

● Fluent conversation 
● Closed-book Question 

Answering
● Reading comprehension
● Summarization
● Translation
● Rewriting / Paraphrasing 
● Stylization
● Coding
● Math
● Poetry
● … 

BBH – Big Bench (Hard) tasks:
● Multi-step arithmetic, causal judgment, 

reasoning about color, understanding sports, 
navigation, fallacy detection, logical deduction 

SOURCE: 
https://declare-lab.net/instruct-eval/



Is Language Even Hard?



Ambiguity

Find at least 5 meanings of the sentence
I made her duck



Ambiguity

Find at least 5 meanings of the sentence
I made her duck
I cooked waterfowl for her benefit (to eat)
I cooked waterfowl that belongs to her
I created a (plaster?) duck that she owns  
I caused her to quickly lower her head or body
I waved my magic wand and turned her into 
undifferentiated waterfowl



Ambiguity

I caused her to quickly lower her head or body

Lexical category: “duck” can be a N or V

I cooked waterfowl belonging to her

Morphological category: “her” can be a possessive (“of her”) or a 
dative (“to her”)

I made the (plaster) duck she owns

Lexical semantics: “make” can mean “create” or “cook”  



Lexical and Structural Ambiguity

Teacher Strikes Idle Kids
Kids Make Nutritious Snacks
British Left Waffles on Falkland Islands
Red Tape Holds Up New Bridges
Ban on nude dancing on Governor’s desk
Local high school dropouts cut in half



Factors Creating Ambiguity

Teacher Strikes Idle Kids / syntactic structure
Kids Make Nutritious Snacks / homonymy
British Left Waffles on Falkland Islands / homonymy
Red Tape Holds Up New Bridges / polysemy
Ban on nude dancing on Governor’s desk / PP attachment
Local high school dropouts cut in half / polysemy



Can we appropriately resolve 
ambiguities?
“I saw the man with the 
telescope”

QA / Inference:
Did the speaker see the man 
through the telescope?



Classical Text Processing Tasks



Application Tasks

Machine translation
Information extraction: extracting entities, relations between them, 
events, their temporal ordering, etc.

Information retrieval:
query for “drugs for indigestion” produces pages with “medication” 
and “indigestion”

Question answering
Spoken dialog generation / chatbots / conversational agents
Text understanding, text generation, reasoning
Text summarization: summaries on search engine result pages
Natural language inference
Sentiment analysis/opinion mining



Information Extraction

Entity and Relation Extraction: Multi-sentence Template IE



Entailment / Inference

Mary killed John

John is dead

=> ENTAILMENT

That’s how I would eventually meet my first girlfriend.

I didn’t meet my first girlfriend until later.

=> ENTAILMENT

someone else noticed it and i said well i guess that’s true and it was somewhat 
melodious in other words it wasn’t just you know it was really funny

no one noticed and it wasn’t funny at all

=> CONTRADICTION



Language Grounding

Visual Question Answering



Text Machine NLP Lab – Chatbot demo 2017

Dialogue Generation



Methods: Text Processing



A Bit of NLP History…
Rule-based systems [1960s – 1980s]: directly encoding human knowledge 
about linguistic structure; patterns encoded by linguists.
−Finite state methods, rule-based context-free grammars, etc.

Statistical machine learning [1990s – 2000s]: knowledge about linguistic 
structure encoded in the form of features and patterns learned automatically from 
annotated corpora.
Sequence tagging with HMMs, CRFs; multinomial logistic regression, SVMs for 
classification; topic modeling with LDA; ngram language models for generation, 
etc.

The last 10 years (deep learning): data representations themselves no longer 
engineered by humans, but learned.  Continuous-valued vectors serve as 
representations for input words
Multi-layer neural models: convolutional networks, recurrent neural networks 
(RNNs), attention-based architectures (Transformers); sequence-to-sequence 
models for classification, generation, etc.



Symbolic / Knowledge-Based

Analyze data by hand, generate
− Rules

− Dictionaries

− Thesauri

− Tagsets

E.g. Rule-based parsers
sets of grammar rules

S → NP VP NP → (NN|NNS)* NNS

NP → Det (JJ)* NN …

* Penn Treebank POS Tagset

−lexicalized rules linked to specific words and word classes

http://www.mozart-oz.org/mogul/doc/lager/brill-tagger/penn.html


Supervised Machine Learning

Analyze data by hand, generate
− Annotation schemes (parse trees, dictionaries, tagsets)
− Annotated corpora (sets of texts)

Split corpora into training and test sets
Develop a feature set
− a representation of each instance to be classified that contains the relevant 

information about that instance
Develop and train a statistical model using the training data
Annotate test set using the model, evaluate performance
Apply model to unseen text.



Example – Feature Representations: 
Sentiment Analysis



Data for NLP: Corpora

Need different corpora for different tasks!

Sentiment Analysis:
”Our waiter was rude!”
LABEL: negative

”This place is the best French restaurant in Boston!”
LABEL: positive



Machine Translation

Rosetta stone



Corpus for Machine Translation

Он благополучно избегнул встречи со своей хозяйкой на 
лестнице.
He had successfully avoided meeting his landlady on the staircase.
Каморка его приходилась над самою кровлей высокого 
пятиэтажного дома и походила более на шкаф, чем на 
квартиру.
His garrel was under the roof of a high, five-storied house and was 
more like a cupboard than a room.
Квартирная же хозяйка его, у которой он нанимал эту каморку с 
обедом и прислугой, помещалась одною лестницей ниже, в 
отдельной квартире
The landlady who provided him with garrel, dinners, and 
attendance, lived on the floor below



Example: Sentence Segmentation

!,  ? are relatively unambiguous

Period “.” is quite ambiguous
−Sentence boundary

−Abbreviations like Inc. or Dr.

General idea
−Build a binary classifier  

−Looks at a “.”

−Decides EndOfSentence/NotEOS



Example: Resolve Co-Reference / Anaphora

Determine which phrases in a document refer to the 
same underlying entity.
John put the carrot on the plate and ate it.

Bush started the war in Iraq.  But the president needed 
the consent of Congress.
Some cases require difficult reasoning.
Today was Jack's birthday. Penny and Janet went to the store. They were going 
to get presents. Janet decided to get a kite. "Don't do that," said Penny. "Jack 
has a kite. He will make you take it back."
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Determine which phrases in a document refer to the 
same underlying entity.
John put the carrot on the plate and ate it.

Bush started the war in Iraq.  But the president needed 
the consent of Congress.
Some cases require difficult reasoning.
Today was Jack's birthday. Penny and Janet went to the store. They were going 
to get presents. Janet decided to get a kite. "Don't do that," said Penny. "Jack 
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Example: Resolve Co-Reference / Anaphora



Statistical Machine Learning



Statistical Machine Learning

Models Trained on Huge Collections of Text



What is Machine Learning?

The ability to take as input some data and produce some output

For example, take as input an image and identify the object in that 
image

input X: image

ouput Y: object category

Or, take as input some information about a house and predict its 
price

input X: house location, square footage, etc.

ouput Y: price



Inputs are typically ”vectors”

A vector is an ordered list of numbers!

This is a 2-dimensional vector

A 1-dimensional vector is just a single number!



Inputs are typically ”vectors”

A vector is an ordered list of numbers!
These are a 2-d, 4-d and 3-d vectors



Inputs are typically ”vectors”

This is a 2-dimensional vector
Can be used as input to a model that would predict 
housing prices!



What is a Model?

A model is a function
Takes as input some vectors
Produces a number, a category label, an output



Training a Model



What does the model outputs?



Supervised Learning



Training a Model



Model Inputs and Outputs



Linear Regression



Example: Linear Regression Model



Loss functions depend on the problem

Favorite classification loss? 
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Cross-entropy:
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Loss functions depend on the problem

Favorite classification loss? 
Cross-entropy:

Favorite ranking loss?
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Loss functions depend on the problem

Favorite classification loss? 
Cross-entropy:

Favorite ranking loss?
Pairwise loss



Generalization vs. memorization



Model Training

A model is a function that maps inputs to outputs
− Allows us to make predictions

Loss function: allows us to find the best model function!!
− How far is our prediction from the truth?

Training a model involves finding the best coefficients (”weights”, 
”parameters”) for our model function

These are found by optimizing the loss



Gradient Descent



Gradient Descent



Gradient Descent

If a function L(W) is defined and has a 
derivative (slope, i.e. speed and 
direction of change)
– then it decreases the fastest in the 
direction opposite to the derivative.

w = w – α D

w



2-dimensional loss function



Loss function in weight space

w
1

w
2

L(w
)



Gradient descent in weight space



Linear Regression



Deep Learning Revolution

What is deep learning?
−Your models are multi-layer neural networks
−A particular kind of model configuration



Multi-Layer Perceptron



What is backpropagation?

A way of computing gradient descent of the loss function in a 
neural network through recursive application of the chain rule



Local gradients



Modern Era NLP: Deep Learning



Modern NLP uses deep learning

• NLP got swept into the deep learning revolution about 9 years ago.

• The majority of current NLP models are neural networks that at the core 
representation-learning models 

• They learn to produce an encoding of input (text) into a vector space 
embedding.



Modern NLP – Transformers (since 2018)

• A new class of neural models

• Excel at both language 
generation and understanding

• Huge models, getting 
progressively bigger and 
bigger!

Image source: https://www.sigmoid.com/blogs/gpt-3-all-you-need-to-know-about-the-ai-language-model/



10 years of Deep Learning in NLP

2013 – Mikolov publishes word2vec at NeurIPS 2013.  The end of frequency-based NLP and feature 
engineering.

Sep 2014 – Ilya Sutskever publishes his paper “Sequence to Sequence Learning with Neural Networks”

Sep 2014 – Dzmitry Bahdanau’s attention paper, “Neural Machine Translation by Jointly Learning to Align 
and Translate”

2014-2018 – Neural architectures explosion: everybody proposes a variation 

2017 – Transformers paper from Google! “Attention is All you Need”. Encoder-decoder model for Machine 
Translation

2018 – BERT model from Google (encoder), GPT model from OpenAI (decoder). Pre-trained models + 
fine-tuning.

2018-2020 – The era of encoders. Fine-tune pre-trained models to solve tasks.

2019 – GPT2 model from OpenAI. The rise of zero-shot / few-shot prompting (a.k.a. In-context learning). 
Models solve tasks without fine-tuning.

Feb 2020 – Hinton uses Transformers to make Capsule Networks work @ AAAI 2020. Vision Transformers. 
NLP ahead!

Jun 2020 – GPT3 model from OpenAI. Emergent abilities.

Nov 2022 – OpenAI releases ChatGPT, a model  aligned on human preferences to produce useful 
responses in chat 
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Google’s BERT improves ~10% of 
Google search queries



GLUE Benchmark – a common leaderboard for collection of tasks such as
− Recognizing paraphrases
− Judging semantic similarity between sentences
− Identifying entailment & contradictions between passages
− Sentiment analysis
− Identifying words referred to by a pronoun

Super-human performance on benchmarks
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Generative models make 
headlines in 2019



Human Prompt:
In a shocking finding, scientist discovered a herd of unicorns living in a remote, previously 
unexplored valley, in the Andes Mountains. Even more surprising to the researchers was the 
fact that the unicorns spoke perfect English.
Model Completion (machine-written, 10 tries):
The scientist named the population, after their distinctive horn, Ovid’s Unicorn. These 
four-horned, silver-white unicorns were previously unknown to science.
Now, after almost two centuries, the mystery of what sparked this odd phenomenon is finally 
solved.
Dr. Jorge Pérez, an evolutionary biologist from the University of La Paz, and several 
companions, were exploring the Andes Mountains when they found a small valley, with no 
other animals or humans. Pérez noticed that the valley had what appeared to be a natural 
fountain, surrounded by two peaks of rock and silver snow.

OpenAI’s GPT-2 Model (Feb 2019)
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DALL-E Model (Jan 2021)



DALL-E 2 Model (Apr 2021)

TEXT PROMPT

Students, professor in space 
suits, and a whiteboard, floating 
in space against the background 
of stars, photorealistic image



Image Generation from Text

● Midjourney
● DALL-E 3 
● Stable Diffusion 

can produce illustrations, photos, etc.





Language Modeling



Classification


