COMP 5300 / 4600 Deep Learning for
Natural Language Processing

Lecture 1




Class Information

Lecture:
Thu 3:30 — 6:10 Olsen 103
Instructor: Anna Rumshisky

email: arumshisky@amail.com

Class website
https://text-machine-lab.qgithub.io/dl4nlp-s2024/

Course website — slides, readings, schedule, assignments, etc.
Discord — class announcements, Q&A, etc.
Lectures recordings: Echo

Blackboard: Discord link, homework submission



mailto:arumshisky@gmail.com
https://text-machine-lab.github.io/dl4nlp-s2024/

Class Format -

Each class will consist of

e Lecture (varied length)
e Practicum/Lab (varied length)

There will be a 10-minute break after the lecture.

During the Practicum/Lab segment of the class, we will focus on
technical (coding) skills and provide homework guidance. You will
be expected to work on your homework during this time.




Computing resources -

We will use Google colab for most of the earlier homeworks.

Most likely, you will be able to use our teaching server for the
later homeworks.

Potentially, you may need to buy cloud compute to complete
some of the later homeworks.

— The amount you would spend will be comparable to the cost
of a hardcover textbook you would buy for other courses.




Natural Language Processing (NLP)

Understanding, interpretation, generation of texts in
natural language
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What is NLP and why is it exciting?

Develop computational models of human language, which would be able to interpret
and generate free text.

We want our models to be as good as humans or better at the myriad of language-related
tasks

Comprehension, reasoning, inference; fluent dialog.

Extracting information, summarizing content, answering questions; translation between.
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NLP Everywhere!
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&
'« » | e ||+ @] ntp//www.aliazeera.net/NR/exeres/8FDS4E7F-56C5-49A0-B60A-89A67426F 383.htm
[I1 Speech and ...of Contents Book Schedule

Seb & a5l

~ Q- al jazeera

University o...uter Science James Marti... Home Page The Dally Camera

The New Yor.. Multimedia

QATAR AIRWAYS 4

B e e
ALJAZEERA.NET

&@é'w!%iau?wuwwuwﬂ‘

il sletSinl aay Bl olls SL 338 p Uad b Lelaldl o
eyl JNEaY) Slshl Ldas B el clagd COBS e Saske

Zapall Taaalls Uasl aude b SLEALI Slghy sall £ Stow Ladas

- asislas Sled ok O HaYl Gulaay 55150 ials sadall
&ajq'&ﬂ#ﬂ'ﬁ@'dﬂlﬁ")' -'_,_')‘J);-‘|;).

LB mshesall b Jslad Al S 50a¥1 Lo Lol 3505 Sasline

sdl JB wila Goa - sislis Teaal 353 bl Spaita saall Gl sl

B Sled i e Galal Lo Y Q) Saadll alYI 3 S Y

4 T . ealay)

g lailly Ll o)l b Lo Llialy casiadacuds slgda |

J')&ILJ ;.:S_):l.dy, t.-.Jl’.-‘.” cLi.A.al \_'J.c Oy H‘_L_L..:.;J _LL.L.‘.-AM) ‘
ul.a:n“ ‘_"! ():._Lg_,._;‘yl J.L_A..l.uu_, ..L"-'AJJ éx&?l &Li.&“ 23 leo ‘

S ey




Web-based Question Answering

WEB IMAGES VIDEOS MAPS NEWS MORE

blﬂg what is the population of Boulder? jo

7,260,000 RESULTS Any time ~

Boulder - population
98,889 (2011)

Find out more on: Freebase

Boulder, Colorado - Wikipedia, the free encyclopedia
en.wikipedia.org/wiki/Boulder, Colorado ~

History - Demographics - Geography - Politics and government - Culture
Boulder is the county seat and most populous city of Boulder County and the 11th
most populous city in the U.S. state of Colorado. Boulder is located at the base of ...




Data Mining of User-Generated Media -

Data mining of social media websites, blogs, discussion
forums, message boards, other forms of user-generated
media _
-Product marketing ‘
-Political opinion tracking

-Social network analysis *

“Social Media Monitoring, Analytics and Engagement”




Large Language Models Make Headlines in -
2022-2023

Introd ucing Google Launches Bard Al

Harvard Chatbot To Compete With

ChatGPT S Dusiness ChatGPT

We've trained a model called ChatGPT which

interacts in a conversational way. The dialogue Google releases BARD, an Al chatbot entering the market to compete with OpenAl's
format makes it possible for ChatGPT to answer Al And Machine Learning ChatGPT and Microsoft Bing Chat.

followup questions, admit its mistakes, challenge
incorrect premises, and reject inappropriate

S ChatGPT Is a Tipping Point
— for Al

by Ethan Mollick

Introducing Claude

€he New 1lork Cimes s G

The Brilliance and Weirdness of %

A new chatbot from OpenAl is inspiring awe, fear, stunts and

attempts to circumvent its guardrails.




LLMSs got surprisingly good at a lot of things..

Fluent conversation
Closed-book Question
Answering

Reading comprehension
Summarization
Translation

Rewriting / Paraphrasing
Stylization

Coding

Math

Poetry

Model

Human 89.8

Palm 2 Instruct 81.2

Foundation Parameters (B) MMLU

86.4

70.0

LLaMA 65 62.6

BBH — Big Bench (Hard) tasks:
e Multi-step arithmetic, causal judgment,
reasoning about color, understanding sports,
navigation, fallacy detection, logical deduction

SOURCE:
https://declare-lab.net/instruct-eval/



Is Language Even Hard?




Ambiguity -

Find at least 5 meanings of the sentence

| made her duck




Ambiguity

Find at least 5 meanings of the sentence
made her duck

cooked waterfowl for her benefit (to eat)
cooked waterfowl that belongs to her

created a (plaster?) duck that she owns

caused her to quickly lower her head or body

waved my magic wand and turned her into
undifferentiated waterfowl




Ambiguity -

| caused her to quickly lower her head or body

Lexical category: “duck” can be a N or V

| cooked waterfowl belonging to her

Morphological category: “her” can be a possessive (“of her”) or a
dative (“to her”)

| made the (plaster) duck she owns

Lexical semantics: “make” can mean “create” or “cook”




Lexical and Structural Ambiguity -

Teacher Strikes ldle Kids

Kids Make Nutritious Snacks

British Left Waffles on Falkland Islands
Red Tape Holds Up New Bridges

Ban on nude dancing on Governor’s desk
Local high school dropouts cut in half




Factors Creating Ambiguity -

Teacher Strikes ldle Kids / syntactic structure

Kids Make Nutritious Snacks / homonymy

British Left Waffles on Falkland Islands / homonymy

Red Tape Holds Up New Bridges / polysemy

Ban on nude dancing on Governor’s desk / PP attachment
Local high school dropouts cut in half / polysemy




Can we appropriately resolve /\

ambiguities? N T -
\ NP PP
‘| saw the man with the | A /\
telescope” L N . N
the man with D N

QA / Inference:

Did the speaker see the man the telescope
through the telescope?




Classical Text Processing Tasks




Application Tasks -

Machine translation

Information extraction: extracting entities, relations between them,
events, their temporal ordering, etc.

Information retrieval:

query for “drugs for indigestion” produces pages with “medication’
and “indigestion”

J

Question answering

Spoken dialog generation / chatbots / conversational agents
Text understanding, text generation, reasoning

Text summarization: summaries on search engine result pages
Natural language inference

Sentiment analysis/opinion mining




Information Extraction -

Entity and Relation Extraction: Multi-sentence Template |IE

ﬁ)TH DEGREE is a full service advertising agency specializing in direct and \
interactive marketing. Located in Irvine CA, 10TH DEGREE is looking for an
Assistant Account Manager to help manage and coordinate interactive marketing
initiatives for a marquee automative account. Experience in online marketing,
automative and/or the advertising field is a plus. Assistant Account Manager
Responsibilities Ensures smooth implementation of programs and initiatives Helps
manage the delivery of projects and key client deliverables ... Compensation:

0.000-\$80.000 /
INDUSTRY Advertising
POSITION Assist. Account Manag.
LOCATION Irvine, CA

COMPANY 10" DEGREE



Entailment / Inference

Mary killed John
John is dead
=> ENTAILMENT

That’s how | would eventually meet my first girlfriend.
| didn’'t meet my first girlfriend until later.

=> ENTAILMENT

someone else noticed it and i said well i guess that’s true and it was somewhat
melodious in other words it wasn'’t just you know it was really funny

no one noticed and it wasn’t funny at all

=> CONTRADICTION




Language Grounding

Visual Question Answering

What is the man holding?
Does it appear to be raining?
Does this man have 20/20 vision?




Dialogue Generation

L Telegram _______________________________ [E=R3

DeepTalkHawk
P Q [

bot

DeepTalkHawk
bot Q [:I]

Hi, what's Up? 2:53PM

Hibot ;.51pM W

Whaaaat?? Scs-p1 2

wellthat'srude 5.y oy 7

Yeh Ss54pm w7

Noitisn't. Talktome! - .c o,
,J 2:51 PM W It's Okay. SR BRA

wiy
March 11

251PM W Good morning 8:20 AM

Good morning.

Misswho? 551 o1

How is it going? 820 AM
What's new? 550 a0 7

Idon'tknow. -.cqppy

Are you capable of carrying on a conversation? .5 o

I'm afraid so, not nervous.

2:52 PM

I'm here, sir?

2:20 AM

Where were you before? .-, ..

Q71 AAA

Text Machine NLP Lab — Chatbot demo 2017



Methods: Text Processing




A Bit of NLP History... -

Rule-based systems [1960s — 1980s]: directly encoding human knowledge
about linguistic structure; patterns encoded by linguists.

-Finite state methods, rule-based context-free grammars, etc.

Statistical machine learning [1990s — 2000s]: knowledge about linguistic
structure encoded in the form of features and patterns learned automatically from
annotated corpora.

Sequence tagging with HMMs, CRFs; multinomial logistic regression, SVMs for
classification; topic modeling with LDA; ngram language models for generation,
etc.

The last 10 years (deep learning): data representations themselves no longer
engineered by humans, but learned. Continuous-valued vectors serve as
representations for input words

Multi-layer neural models: convolutional networks, recurrent neural networks
(RNNs), attention-based architectures (Transformers); sequence-to-sequence
models for classification, generation, etc.




Symbolic / Knowledge-Based -

Analyze data by hand, generate
- Rules

- Dictionaries

- Thesauri

- Tagsets

E.g. Rule-based parsers

sets of grammar rules

S — NP VP NP — (NN|NNS)* NNS
NP — Det (JJ)* NN

* Penn Treebank POS Tagset

“exicalized ru i Ificw W



http://www.mozart-oz.org/mogul/doc/lager/brill-tagger/penn.html

Supervised Machine Learning -

Analyze data by hand, generate
- Annotation schemes (parse trees, dictionaries, tagsets)
- Annotated corpora (sets of texts)

Split corpora into training and test sets

Develop a feature set

- arepresentation of each instance to be classified that contains the relevant
information about that instance

Develop and train a statistical model using the training data
Annotate test set using the model, evaluate performance
Apply model to unseen text.




Example — Feature Representations: -
Sentiment Analysis

<s> Qur waiter was rude . </s> LABEL: NEGATIVE

H

Features
f Our waiter was rude

Bag-of-words: ﬁ ﬁ
_

More negative words

than positive: 0 or 1 (binary)
\Present tense: 0 or 1 (binary) /
N N

feature vector




Data for NLP: Corpora -

Need different corpora for different tasks!

Sentiment Analysis:

"Our waiter was rude!”
LABEL: negative

"This place is the best French restaurant in Boston!”
LABEL.: positive




Machine Translation

Rosetta stone

Egyptian
hieroglyphs

Demotic

Greek




Corpus for Machine Translation -

OH Briaronony4Ho n3derHyn BCTPeYn CO CBOEN XO3SANMKOW Ha
necTHUUe.

He had successfully avoided meeting his landlady on the staircase.

Kamopka ero npuxogunacb Hag camMor KpOBneW BbICOKOIO
NATUITAXXHOro AomMa 1 noxoaunna donee Ha wkad, 4em Ha
KBapTUPY.

His garrel was under the roof of a high, five-storied house and was
more like a cupboard than a room.

KBapTupHas e Xxo3duka ero, y KOoTopou OH HaHMUMan 3Ty KaMOPKY C
obenomM 1 npucnyron, nomelwanacb OgHOK NECTHULEN HUXE, B
OTAENbHON KBaApTUpeE

The landlady who provided him with garrel, dinners, and
attendance, lived on the floor below




Example: Sentence Segmentation -

|, ? are relatively unambiguous

k »

Period “.” is quite ambiguous
-Sentence boundary

-Abbreviations like Inc. or Dr.

General idea
-Build a binary classifier

(1R H

-Looks at a “.
-Decides EndOfSentence/NotEOS




Example: Resolve Co-Reference / Anaphora -

Determine which phrases in a document refer to the
same underlying entity.

John put the carrot on the plate and at

Bush started the war in Iraq. But the president needed
the consent of Congress.

Some cases require difficult reasoning.

Today was Jack's birthday. Penny and Janet went to the store. They were going
to get presents. Janet decided to get a kite. "Don't do that," said Penny. "Jack
has a kite. He will make you take it back."
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to get presents. Janet decided to get a kite. "Don't do that," said Penny. "Jack
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Example: Resolve Co-Reference / Anaphora -

Determine which phrases in a document refer to the
same underlying entity.

e carrct

Bush started the war in Iraq. But the president needed
the consent of Congress.
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has a kite. He will make you take it back."
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Example: Resolve Co-Reference / Anaphora -

Determine which phrases in a document refer to the
same underlying entity.
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Example: Resolve Co-Reference / Anaphora -

Determine which phrases in a document refer to the
same underlying entity.

John put the carrot on the plate and ate |it.

Bush started the war in Iraq. But the president needed
the consent of Congress.

Some cases require difficult reasoning.
Today was Jack's birthday. Penny and Jinet went to the store. They were going
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Example: Resolve Co-Reference / Anaphora -

Determine which phrases in a document refer to the
same underlying entity.

John put the carrot on the plate and ate |it.

Bush started the war in Iraq. But the president needed
the consent of Congress.

Some cases require difficult reasoning.
Today was Jack's birthday. Penny and Janet went to the store. They were going

to get presents. Janet decided to gefa kite.YDon't do that," said Penny. "Jack
has He will make you take it b3




Statistical Machine Learning




Statistical Machine Learning -

1_
e Need to maximize:
L(W) = ZW¢(T2Uz Zlogz(,Wo.r ')
T = TARY

e Calculating gradients:
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Models Trained on Huge Collections of Text




What is Machine Learning? -

The abillity to take as input some data and produce some output

For example, take as input an image and identify the object in that
Image

input X: image
ouput Y: object category

Or, take as input some information about a house and predict its
price

input X: house location, square footage, etc.

ouput Y: price




Inputs are typically “vectors”

A vector is an ordered list of numbers!
This is a 2-dimensional vector

A 1-dimensional vector is just a single number!




Inputs are typically “vectors”

A vector is an ordered list of numbers!
These are a 2-d, 4-d and 3-d vectors




Inputs are typically "vectors” -

This is a 2-dimensional vector

Can be used as input to a model that would predict
housing prices!

A 2.600 ft*

2 dimensional

$300,000




What is a Model?

A model is a function
Takes as input some vectors
Produces a number, a category label, an output




Training a Model

Training Stage:

Input Learning Correct
Data System Output
(aka “Ground Truth")
Testing Stage:
R e e S S S 1
New Input Learnin l l
P [r—> 8 > Best Guess

Data System :




What does the model outputs? -

Regression

What is the temperature going to
be tomorrow?

1777
Fahrenheull j
Classification
Will it be Cold or Hot tomorrow?
Fame:heull : - . * oy ” J




Supervised Learning -

+ Training :  {(z1,41), (2, 92), -, (%0 Y)}
* ;. input vector

L 1
X 2

xi,n

* y :response variable
— y € {1, 1}: binary classification
-y €eR . regression

— what we want to be able to predict, having
observed some new .




Training a Model

Forward Pass:

Input
Data

Neural
Network

Prediction

Backward Pass (aka Backpropagation):

Neural
Network

B —

Measure
of Error

Adjust to Reduce Error



Model Inputs and Outputs

Input
Data

Number

Vector of numbers
Sequence of numbers

Sequence of vectors of numbers

one to one

one to many

Learnin Correct
g ﬁ
System Output
* Number
* Vector of numbers
* Sequence of numbers
* Sequence of vectors of numbers
many to one many to many many to many
f B - B 4 - B
il I 3 ol




Linear Regression

Error or “residual”

Observation Y |

Prediction g .
Yy = wWT + wo
M

0 x ;0

i |




Example: Linear Regression Model -

Input : g € R Parameters: w ¢ R%!!

Response : 1) € R Prediction : Yy — W TIB

« Recall that we can fit (learn) the model by minimizing
the squared error:

T

A~ . T )
w — argmin,, E (y; —w ;)
i=1




Loss functions depend on the problem -

Favorite classification loss?




Loss functions depend on the problem -

Favorite classification loss?
Cross-entropy:




Loss functions depend on the problem -

Favorite classification loss?

Cross-entropy:
H(Ta q) - Z




Loss functions depend on the problem -

Favorite classification loss?

Cross-entropy:
H(T1 q) - Z
i=1

1
— log, g(x;
v 108 q(x;)

Favorite ranking loss?




Loss functions depend on the problem -

Favorite classification loss?

Cross-entropy:
H(Ta q) - Z
i=1

1
— log, q(z;
v 108 q(x;)

Favorite ranking loss?

Pairwise loss




Loss functions depend on the problem -

Favorite classification loss?
Cross entropy N

1
ZW 829 g(z;)

Favorite ranking loss?

Pairwise loss
I _ { d(re, Tp) i1f  PositivePair

mazx(0,m —d(rqe, ra)) i f NegativePair




Generalization vs. memorization -

25"

20-

Degree 15 polynomial

15

10

« This model is too rich for the data
* Fits training data well, but doesn’t generalize.




Model Training -

A model is a function that maps inputs to outputs

- Allows us to make predictions

Loss function: allows us to find the best model function!!

- How far is our prediction from the truth?

Training a model involves finding the best coefficients ("weights”,
“narameters”) for our model function

These are found by optimizing the loss

Error or “residual”

Observation Y

Prediction @

!j = UNT — W

Lw)=N"(G-y*

Sum squared error: L(w) =" (yi — w 'x;)?




Gradient Descent

Finding minima




Gradient Descent

Finding minima




Gradient Descent

Finding minima

If a function L(W) is defined and has a
derivative (slope, i.e. speed and
direction of change)

— then it decreases the fastest in the
direction opposite to the derivative.

w=w-aoD




2-dimensional loss function -




Loss function in weight space




Gradient descent in weight space




Linear Regression

Error or “residual”

Observation Y |

Prediction Yy = wWT + wo

: n
LW) = (5 -y
: =1

0 x ;0

Sum squared error: L(w) = >7 (i — w ' x;)?




Deep Learning Revolution

What is deep learning?
-Your models are multi-layer neural networks
-A particular kind of model configuration

Input Layer Hidden Layer Qutput Layer

Flow of Information




Multi-Layer Perceptron

layer 1 layer 2 layer 3

3
Wh 4

wf.,-k is the weight from the &** neuron

in the (I — 1)*" layer to the j*" neuron
in the [*" layer




What is backpropagation? -

A way of computing gradient descent of the loss function in a
neural network through recursive application of the chain rule




Local gradients

/ - activations
“local gradient”
~ &
oL
0)
% 2
oL

gradients

<




Modern Era NLP: Deep Learning




Modern NLP uses deep learning -

* NLP got swept into the deep learning revolution about 9 years ago.

» The majority of current NLP models are neural networks that at the core
representation-learning models

« They learn to produce an encoding of input (text) into a vector space
embedding.




Modern NLP — Transformers (since 2018)

A new class of neural models =

« Excel at both language = L6T
generation and understanding  1soo-
* Huge models, getting & 12501
progressively bigger and ™
bigger! g
& 750 4
500 -+
250 A 175B
5 300M 158 8B e 5
& Q,\’L Ra <5 e\,o Q,\'b @e}
<ss,\’l’ \300 ,\(\05 (}0\
& “\Q,Q’b N ‘\,\(o‘\
‘o‘x&c

Transformer Models

Image source: https://www.sigmoid.com/blogs/gpt-3-all-you-need-to-know-about-the-ai-language-model/



10 years of Deep Learning in NLP

2013 — Mikolov publishes word2vec at NeurlPS 2013. The end of frequency-based NLP and fe
engineering.

Sep 2014 — llya Sutskever publishes his paper “Sequence to Sequence Learning with Neural Networks”

Sep 2014 — Dzmitry Bahdanau’s attention paper, “Neural Machine Translation by Jointly Learning to Align
and Translate”

2014-2018 — Neural architectures explosion: everybody proposes a variation

2017 — Transformers paper from Google! “Attention is All you Need”. Encoder-decoder model for Machine
Translation

2018 — BERT model from Google (encoder), GPT model from OpenAl (decoder). Pre-trained models +
fine-tuning.

2018-2020 — The era of encoders. Fine-tune pre-trained models to solve tasks.

2019 — GPT2 model from OpenAl. The rise of zero-shot / few-shot prompting (a.k.a. In-context learning).
Models solve tasks without fine-tuning.

Feb 2020 — Hinton uses Transformers to make Capsule Networks work @ AAAI 2020. Vision Transformers.
NLP ahead!

Jun 2020 — GPT3 model from OpenAl. Emergent abilities.

Nov 2022 — OpenAl releases ChatGPT, a model aligned on human preferences to produce useful
responses in chat
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Google’s BERT improves ~10% of
Google search queries

Can you get medicine for someone pharmacy

BEFORE

9:00 v4dai

google.com

P MedlinePlus (.gov) » ency

(3eigng a prescription filled: MedlinePlus Medica

Your health care provider may give you a

A\

prescription In Writ ng a paper prescription that you

take to a local pharmacy Some people and insurance

AFTER

9:00 V4l

google.com

A pharmacist may use professional
judgment and experience with common practice to

sbinnt'e b it el in Az E T OIS D Whoar thhat th
patient’s best interes!t in allowing a person, he hat the




Super-human performance on benchmarks

GLUE Benchmark — a common leaderboard for collection of tasks such as
- Recognizing paraphrases

- Judging semantic similarity between sentences

- Identifying entailment & contradictions between passages

- Sentiment analysis

- ldentifying words referred to by a pronoun

MRPC STS-B QQP MNLI-m MNLI-mm
1 Facebook Al RoBERTa C};' 88.5 67.8 96.7 92.3/89.8 92.2/91.9 74.3/90.2 90.8 90.2 98.9 88.2 89.0 48.7
2 XLNet Team XLNet-Large (ensemble) 8 88.4 67.8 96.8 93.0/90.7 91.6/91.1 74.2/90.3 90.2 89.8 98.6 86.3 90.4 47.5
+ 3 Microsoft D365 Al & MSR Al _MT-DNN-ensembile C; 876 66 96-5—9279683—8+—3807Z3.7/89 9 87.9 87.4 96.0 86.3 89.0 42.8
ES GLUE Human Baselines GLUE Human Baselines C)J 87.1 66.4 97.8 86.3/80.8 92.7/92.6 59.5/80.4 92.0 92.8 91.2 93.6 95.9
+ 5 E= ALICE large ensemble (ANbaba DANMONEPY 865 66-6 95-2—S526r902— 91T 1790.6 /4.4/90./ 88.2 87.9 95.7 83.5 80.8 43.9
6 Stanford Hazy Research Snorkel MeTalL 8 \832/ 63.8 96.2 91.5/88.5 90.1/89.7 73.1/89.9 87.6 87.2 93.9 80.9 65.1 39.9
~




10 years of Deep Learning in NLP

2013 — Mikolov publishes word2vec at NeurlPS 2013. The end of frequency-based NLP and fe
engineering.

Sep 2014 — llya Sutskever publishes his paper “Sequence to Sequence Learning with Neural Networks”

Sep 2014 — Dzmitry Bahdanau’s attention paper, “Neural Machine Translation by Jointly Learning to Align
and Translate”

2014-2018 — Neural architectures explosion: everybody proposes a variation

2017 — Transformers paper from Google! “Attention is All you Need”. Encoder-decoder model for Machine
Translation

2018 — BERT model from Google (encoder), GPT model from OpenAl (decoder). Pre-trained models +
fine-tuning.

2018-2020 — The era of encoders. Fine-tune pre-trained models to solve tasks.

2019 — GPT2 model from OpenAl. The rise of zero-shot / few-shot prompting (a.k.a. In-context learning).
Models solve tasks without fine-tuning.

Feb 2020 — Hinton uses Transformers to make Capsule Networks work @ AAAI 2020. Vision Transformers.
NLP ahead!

Jun 2020 — GPT3 model from OpenAl. Emergent abilities.

Nov 2022 — OpenAl releases ChatGPT, a model aligned on human preferences to produce useful
responses in chat




Generative models make
headlines in 2019
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The Al Text Generator That's Too Dangerous to Make Public

Researchers at OpenAl decided that a system that scores well at understanding language could too easily be manipulated for malicious
intent.

OpenAl won't release an Al model due to its
ability to create fake news

HOT! 12




OpenAl’s GPT-2 Model (Feb 2019)

Human Prompt:

In a shocking finding, scientist discovered a herd of unicorns living in a remote, previously
unexplored valley, in the Andes Mountains. Even more surprising to the researchers was the
fact that the unicorns spoke perfect English.

Model Completion (machine-written, 10 tries):

The scientist named the population, after their distinctive horn, Ovid’s Unicorn. These
four-horned, silver-white unicorns were previously unknown to science.

Now, after almost two centuries, the mystery of what sparked this odd phenomenon is finally
solved.

Dr. Jorge Pérez, an evolutionary biologist from the University of La Paz, and several
companions, were exploring the Andes Mountains when they found a small valley, with no
other animals or humans. Pérez noticed that the valley had what appeared to be a natural
fountain, surrounded by two peaks of rock and silver snow.




10 years of Deep Learning in NLP

2013 — Mikolov publishes word2vec at NeurlPS 2013. The end of frequency-based NLP and fe
engineering.

Sep 2014 — llya Sutskever publishes his paper “Sequence to Sequence Learning with Neural Networks”

Sep 2014 — Dzmitry Bahdanau’s attention paper, “Neural Machine Translation by Jointly Learning to Align
and Translate”

2014-2018 — Neural architectures explosion: everybody proposes a variation

2017 — Transformers paper from Google! “Attention is All you Need”. Encoder-decoder model for Machine
Translation

2018 — BERT model from Google (encoder), GPT model from OpenAl (decoder). Pre-trained models +
fine-tuning.

2018-2020 — The era of encoders. Fine-tune pre-trained models to solve tasks.

2019 — GPT2 model from OpenAl. The rise of zero-shot / few-shot prompting (a.k.a. In-context learning).
Models solve tasks without fine-tuning.

Feb 2020 — Hinton uses Transformers to make Capsule Networks work @ AAAI 2020. Vision Transformers.
NLP ahead!

Jun 2020 — GPT3 model from OpenAl. Emergent abilities.

Nov 2022 — OpenAl releases ChatGPT, a model aligned on human preferences to produce useful
responses in chat




Single-shot learning of new words -
with GPT-3 (Jul 2020)

Human: A "whatpu" 1s a small, furry animal native to Tanzania. An example of a
sentence that uses the word whatpu is:
Model: We were traveling in Africa and we saw these very cute whatpus.

Human: To do a "farduddle" means to jump up and down really fast. An example
of a sentence that uses the word farduddle is:

Model: One day when | was playing tag with my little sister, she got really excited
and she started doing these crazy farduddles.

Human: A "Burringo" is a car with very fast acceleration. An example of a
sentence that uses the word Burringo 1s:
Model: In our garage we have a Burringo that my father drives to work every day.




10 years of Deep Learning in NLP

2013 — Mikolov publishes word2vec at NeurlPS 2013. The end of frequency-based NLP and fe
engineering.

Sep 2014 — llya Sutskever publishes his paper “Sequence to Sequence Learning with Neural Networks”

Sep 2014 — Dzmitry Bahdanau’s attention paper, “Neural Machine Translation by Jointly Learning to Align
and Translate”

2014-2018 — Neural architectures explosion: everybody proposes a variation

2017 — Transformers paper from Google! “Attention is All you Need”. Encoder-decoder model for Machine
Translation

2018 — BERT model from Google (encoder), GPT model from OpenAl (decoder). Pre-trained models +
fine-tuning.

2018-2020 — The era of encoders. Fine-tune pre-trained models to solve tasks.

2019 — GPT2 model from OpenAl. The rise of zero-shot / few-shot prompting (a.k.a. In-context learning).
Models solve tasks without fine-tuning.

Feb 2020 — Hinton uses Transformers to make Capsule Networks work @ AAAI 2020. Vision Transformers.
NLP ahead!

Jun 2020 — GPT3 model from OpenAl. Emergent abilities.

Nov 2022 — OpenAl releases ChatGPT, a model aligned on human preferences to produce useful
responses in chat




DALL-E Model (Jan 2021)

TexT PrOMPT  anillustration of a baby daikon radish in a tutu walking a dog

AI-GENERATED
IMAGES A" “ W £y

e I &

Edit prompt or view more images+

TEXT PROMPT  an armchair in the shape of an avocado. . ..

AR K

Edit prompt or view more images+

AI-GENERATED
IMAGES




DALL-E 2 Model (Apr 2021)

TEXT PROMPT

Students, professor in space
suits, and a whiteboard, floating
in space against the background
of stars, photorealistic image




Image Generation from Text -

. Midjourney
. DALL-E 3
. Stable Diffusion

can produce illustrations, photos, efc.




Prompt: An astronaut riding a steel horse on the moon. The astronaut is

wearing a medieval armor with a party hat and a green sword.

*

DALL-E 3 MIDJOUREY 5.2 STABLE XL

Image by Jim Clyde Monge




Language Modeling -

Embedding Pretraining (Collobert et al, 2011)

‘/ Abby likes to eat I apples and bananas
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Classification -

Window-based Tagging (Collobert et al, 2011)

_—

Abby ,/ Ilkes t apples and \ bananas
d b Word Embeddings
[ S Non-Linear Layer 1
\ [ S2 /J Non-Linear Layer 2

VB Softmax




